
Trends
Metacognitive research has largely
focused on the monitoring and regula-
tion of memorization and knowledge
retrieval. Recently, there has been a
growing interest in the processes
accompany the performance of more
complex tasks, such as reasoning and
problem solving.

Meta-reasoning processes have been
studied with a variety of tasks that tap
logical, creative, and mathematical
skills.
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devoted to them. Monitoring processes are usually experienced as feelings
of certainty or uncertainty about how well a process has, or will, unfold. These
feelings are based on heuristic cues, which are not necessarily reliable. Never-
theless, we rely on these feelings of (un)certainty to regulate our mental effort.
Most metacognitive research has focused on memorization and knowledge
retrieval, with little attention paid to more complex processes, such as reason-
ing and problem solving. In that context, we recently developed a Meta-Rea-
soning framework, used here to review existing findings, consider their
consequences, and frame questions for future research.
The findings converge with the meta-
memory literature in some respects:
subjective confidence is not always
well calibrated with accuracy, but
nonetheless has an important role in
regulating effort.

There are also points of divergence,
due to the complexity of the processes
being monitored and the length of time
over which they unfold.

The study of Meta-Reasoning sheds
light on the processes that underlie
reasoning and problem solving, and
has the potential to improve reasoning
performance.
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Metacognition and Meta-Reasoning
Metacognition refers to the processes that monitor our ongoing thought processes and control
the allocation of mental resources. Understanding metacognitive processes requires one to
think in terms of two levels [1]. Object-level processes carry out the basic cognitive work of
perceiving, remembering, classifying, deciding, and so on. Meta-level processes monitor those
object level processes to assess their functioning (metacognitive monitoring; see Glossary)
and to allocate resources as needed (metacognitive control) (e.g., Example 1 in Box 1).
Monitoring processes operate in the background, in much the same way as a thermostat
passively monitors the temperature of the air; they represent states of certainty or uncertainty
about how well a set of processes has unfolded, or how likely they are to be successful. In the
same way that the thermostat can send a signal to the furnace to start or terminate functioning,
metacognitive processes are assumed to have a control function over the initiation or cessation
of mental effort. In other words, if we are confident in our answer, we will act on it. If we are
unsure, then we hesitate, gather more information, change tacks, and so on. If we feel
incapable of performing the task, then we may seek help or give up. The study of metacognition
aims to understand the basis of these states of certainty as well as their role in allocating and
regulating mental resources to a task.

Most of the extant research examines the metacognitive processes involved in learning,
remembering, and comprehension, and has been motivated from an educational perspective.
Less is known about metacognitive processes in other domains, particularly with respect to
complex processes, such as reasoning and problem solving. However, there has been a recent
increase in research in these domains (examples of tasks used to study Meta-Reasoning
processes are provided in Box 2). Here, we review what we currently understand about the
monitoring and control of reasoning and problem solving. We have organized this review
around the research questions listed in Box 3, which we see as the central questions guiding
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Glossary
Feeling of Error: the subjective
experience that something went
wrong and an error was made.
Feeling of Rightness: degree to
which the first solution that comes to
mind feels right.
Final Confidence: the subjective
probability that the final response to
a problem is correct.
Final Judgment of Solvability:
after giving up on a problem, the
estimated probability that the
problem is nevertheless solvable.
Initial Judgment of Solvability: the
subjective probability that a problem
is solvable, either by one’s self or by
anyone, based on a brief, initial
impression.
Intermediate Confidence: the
subjective probability that each
putative solution is correct.
Metacognitive control: initiating,
terminating, or changing the
allocation of effort to a cognitive
task.
Metacognitive monitoring:
subjective assessment of how well a
cognitive task is, will, or has been
performed.
Meta-memory: monitoring and
control of learning and remembering.
Meta-Reasoning: monitoring and
control of reasoning and problem
solving.

Box 1. Real-Life Examples

The Meta-Reasoning framework provides conceptual tools to assist researchers in understanding thinking and
reasoning processes. Most research is carried out in the laboratory; however, the goal is, of course, to explain
reasoning in real-life scenarios. The two examples below demonstrate the application of Meta-Reasoning concepts to
everyday reasoning situations.

Example 1: Object-Level versus Meta-Level Monitoring and Control

As you plan your first visit to the Eiffel Tower in Paris, you study the Metro map. You see that you need to begin on one
Metro line and then switch to another. Before leaving the hotel, you memorize the name of the station where you need to
switch and plan a route from your hotel to the nearest station. Map reading, identifying Metro lines, and planning your
route are object-level processes. Meta-level processes monitor the object-level processes, for example, by letting you
know how confident you are that you can find your way to the station. Meta-level control processes respond to these
monitoring cues. For example, if you are not certain of finding your way, you may take your map with you. Similarly, as
you ride the train, you may see that there are two stations with similar names. You may experience doubt that you
correctly memorized the station in which you are going to switch trains, which might prompt you to ask another rider for
directions.

Example 2: Meta-Reasoning Processes throughout the Course of Reasoning

An experienced engineer is starting to design a bridge. Her experience with similar tasks supports high Judgment of
Solvability that she can complete this task and, thus, she begins planning the design. She starts by consulting her
memory for potential building materials, common design options, ground conditions, prices, and so on, aiming to find
the combination that addresses her client’s requirements. She comes up with her first potential design and considers
whether it is adequate. She has medium-level Feeling of Rightness, which motivates her to come up with a better
design. She thinks that this second design is better, but her current level of confidence (called ‘Intermediate Confidence’
because it occurs during the task) is still not as high as she would like to have before deciding on the final design. After
further thought, she realizes what bothered her: although this design is good, it is going to exceed the budget, which is
not acceptable. At this point, she experiences a strong Feeling of Error, and calls a colleague to ask about alternative
materials. She is then able to find different materials that offer the right combination of strength and price. Now she is
confident enough that her design addresses her client’s requirements, and moves onto her next project.
Meta-Reasoning research. Our goal was to provide the current state of the art in terms of
answers to those questions, and to also identify gaps in the current scientific understanding of
Meta-Reasoning processes (see Outstanding Questions).

Monitoring and Control in Reasoning and Problem Solving
The Meta-Reasoning framework that we propose is grounded in Nelson and Narens’ seminal
framework for monitoring learning and memory [1], which is still used today (reviewed in [2]). Our
framework is outlined in Figure 1 (see also [3,4]). While it retains the basic architecture proposed
by Nelson and Narens, it also reflects the complexity of the object-level processes unique to
reasoning. The left column of boxes in Figure 1 represents the object-level processes involved
in reasoning, with the understanding that various reasoning theories make different assump-
tions about the timing and nature of those processes.

The first pair of questions in Box 3 concern the processes involved in monitoring reasoning
progress and their respective control functions. The middle column in Figure 1 details the
monitoring processes that we have identified thus far as relevant for reasoning, while the right
column enumerates the associated control functions. All monitoring processes reflect a
subjective assessment of the probability of success or failure in a given task, before, during,
or after engaging in the task (Box 1, Example 2). These assessments are mostly spontaneous
[5,6], and are hypothesized to trigger a variety of control decisions, including taking action (Box
1, Example 1), the allocation of time and effort to a task, and choice of strategy to complete the
task (Box 1, Example 2).

Before embarking on a solving attempt, a reasoner is posited to make an Initial Judgment of
Solvability [7,8], which reflects the reasoner’s assessment that the problem is solvable, and
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Box 2. Examples of Tasks Used to Study Meta-Reasoning

(A) Remote Associates Test (RAT)

Description: three words are presented. The task is to find a fourth word that is related to each of the three words [21].

Example: dew, comb, bee ! honey.

(B) Compound Remote Associates (CRA)

Description: similar to the RAT, except that the goal is to find a fourth word that generates a compound word or a phrase
(rather than a free association) with each of the three words [10,19,22,30,49,68].

Examples: rocking, wheel, high ! chair; dew, comb, bee ! honey

(C) Water-Jar Problems

Description: an amount of water is spread among several jars. Water must be transferred among the given jars to obtain
a goal quantity in one jar [11].

Example: Jar A has a capacity of 3 l and is empty at the start; Jar B has a capacity of 5 l and has 2 l at the start; Jar C has
a capacity of 9 l, and starts full. The goal is to have 0, 3, and 8 l in Jars A, B, and C, respectively (the correct solution is:
B ! A, C ! A, A ! B).

(D) Cognitive Reflection Test (CRT)

Description: a set of three math problems, having simple computational requirements, but all require overcoming an
initial, misleading response [12,14,19,22,24,70].

Example: a bat and a ball cost US$1.10 in total. The bat costs $1.00 more than the ball. How much does the ball cost?
_____ cents ! 5 cents (10 cents is the misleading wrong answer, given by most participants).

(E) Anagrams

Description: scrambled words to be unscrambled to form a real word; participants may also be asked to judge whether
it is possible to do so [30].

Example: IPSDEOE ! Episode

(F) Conditionals and Syllogistic Reasoning

Description: participants get two premises and one or more conclusions; they are asked to assume that the premises
are true and decide whether the conclusion(s) necessarily follows [23,32]:

Example: If someone glebs, then they are brandup; a person is brandup.

One can conclude that: (i) the person glebs; (ii) the person does not gleb; or (iii) one cannot conclude whether the person
glebs (correct answer).

(G) Raven’s Matrices

Description: participants get a 3�3 matrix of graphic symbols. Rows and/or columns are ordered by one or more rules.
The bottom right-hand symbol is missing. Participants are to choose, in a multiple-choice test format, the option that
logically completes the matrix [50,71]. The source for this task is Raven, who developed a test measuring abstract
reasoning and regarded as a nonverbal estimate of fluid intelligence [69].

Example: see illustration in Figure I (correct answer is 6).

(H) Number Bisection Task

Description: in the Number Bisection Task [25], participants determine, with a Yes/No answer, whether the number
presented in the middle of a triplet corresponds to the arithmetic mean of the two outer numbers.

Example: 12–21–30 (correct answer: Yes).
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(I) Logic Problems

Description: this is a diverse category. It includes verbal and spatial problems that can be solved by the application of
logical rules [20,68,72].

Example: Joe and Dan are old friends who have not met for many years. As they catch up, Joe asks Dan how many kids
he has. “Three,” answers Dan. “And how old are they?” says Joe. “Well,” says Dan, “the product of their ages is 36.”
“Hmm,” says Joe, “can you give me a little more information?” “Okay,” says Dan. “The sum of their ages is exactly the
number of beers we had today.” “That helps,” says Joe, “but it’s not quite enough.” “Okay,” says Dan. “So I’ll add that
the elder one has a green bike.” Joe now knows how old the kids are. How?

Correct answer: 2, 2, 9.
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1 2 3 4

5 6 7 8

Figure I. An Example of a Raven’s Matrix [69].
that it is solvable by them (Box 1, Example 2). This Initial Judgment of Solvability is posited to
control whether to attempt a solution, give up, seek external help, and so on. There are cases in
which reasoners can quickly and accurately identify whether the problem is solvable [9].
However, in many cases, identifying unsolvable problems is not trivial [10], which can lead
people to waste time trying to solve them [11].

Research on the judgment of solvability is still in its infancy. Consequently, we know only a little
about the basis of this judgment (see next section), and less about how its strength might
mediate subsequent processing. Understanding the basis of this judgment and its role in
controlling subsequent processing is likely to be a fruitful direction for future research, given that
humans tend to behave as cognitive misers, and are reluctant to invest effort in tasks they
perceive to have a low probability of success [12].

So far, there are only two extant models that explain the relationship between monitoring and
control of reasoning. The first is the Metacognitive Reasoning Theory [7]. This model deals with
cases in which the context of the problem cues an immediate, initial answer to a problem (e.g.,
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Box 3. Meta-Reasoning: Overarching Research Questions

We have organized this review around the following six questions, which are useful for categorizing the extant Meta-
Reasoning research and for guiding future research:

1. Monitoring: reasoning and problem-solving processes extend over a period of time: how are these processes
monitored?

2. Control – What determines whether to continue, switch strategies, or terminate thinking about a problem?

3. What cues do we rely on to monitor our reasoning?

4. How does understanding Meta-Reasoning contribute to understanding the processes that mediate reasoning and
problem solving?

5. How do individuals differ in their ability to assess their performance?

6. Can reasoning be improved by insights from Meta-Reasoning research?
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Figure 1. The Approximate Time Course of Reasoning and Meta-Reasoning Processes.
the Cognitive Reflection Test; see Box 2, D). This initial answer is proposed to have two
dimensions: the answer itself, and a Feeling of Rightness that accompanies that answer
(Figure 1). The Feeling of Rightness has been studied using a two-response paradigm [13–15]
in which reasoners give quick, intuitive answers to problems, rate their Feeling of Rightness,
and then reconsider their answers [13,15,16]*. When the Feeling of Rightness is strong, it is a
signal that further reconsideration is not required; consequently, reasoners spend little time
rethinking their answer and are unlikely to change their minds [13–15]. In contrast, a weak
*Several steps have been taken to validate the two-response procedure. To verify that participants give their first,
intuitive response, they are normally asked to verify that they did, indeed, respond with the first answer that comes to
mind. To increase the odds that the first answer is given without reconsideration, the first response is often given
under a deadline or cognitive load. There is also good evidence to indicate that giving the first response does not
alter the nature of the final response.
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Feeling of Rightness is accompanied by longer periods of reconsideration and a higher
probability of changing answers. Importantly, because Feelings of Rightness are derived from
cues that may be poorly correlated with accuracy (see next section), reasoners may be led to
wrongly accept their initial intuitions with little reconsideration.

We note that the original framework for studying the Feeling of Rightness [7] was developed
using the Dual Process Theory framework [17]. However, the logic of the Feeling of Rightness
extends to single-process theories that do not propose two types of processing [18] and to
theories that posit multiple parallel processes rather than sequential ones [16]. This flexibility is
conveyed by the overlap between the boxes in the left-hand column of Figure 1. Given that
understanding how and when people engage in effortful analysis is important, the issue of
monitoring rapid, initial, answers is relevant regardless of the type of reasoning mechanisms
that are proposed to underlie them.

The Diminishing Criterion Model addresses the relationship between thinking time, Interme-
diate Confidence, and Final Confidence [19] (Figure 1). Given that reasoning and problem
solving take place over an extended period of time, participants’ assessment of their perfor-
mance and the possibility of success is constantly updated. Intermediate confidence is an
internal gauge of the adequacy of potential solutions [11,20,21]. To study this process,
reasoners are asked to give Intermediate Confidence ratings every few seconds until they
decide on an answer, at which point they rate their Final Confidence. As with the Feeling of
Rightness, the first such judgment in the series is a good predictor of the amount of time that
reasoners spend on problems [19] and Intermediate Confidence tends to increase over time
[13,19,20]. However, according to the Diminishing Criterion Model, as time passes, partic-
ipants become increasingly willing to give less confidently held answers: early on, participants
usually only provide answers when confidence is high; as time passes, they appear to
compromise their standards and give answers in which they are less confident. Their degree
of Final Confidence can be as low as 20% [19,22], even when participants were given the option
to opt out of answering, by responding “I don’t know” [19]. Thus, people are willing to give low
confidence solutions even when they could give up.

Recent work also suggests that, at least in some circumstances, people can identify when they
have made a mistake. This manifests as both differences in confidence ratings between correct
responses and misleading ones [23,24] and a Feeling of Error [25–27]. Experiments using
both the Cognitive Reflection Test and the Number Bisection Test (Box 2, D and H, respectively)
showed that participant’s Feelings of Error were higher after participants had made an
incorrect, as opposed to a correct response. Given that participants were not given the
opportunity to correct or rethink their answers, it is not yet clear whether a Feeling of Error
would exert a control function, that is, by signaling the need for further reflection, as does a low
Feeling of Rightness. It is also not clear whether a Feeling of Error is qualitatively different from a
low Feeling of Rightness or whether they represent two ends of a single dimension of certainty.

Finally, a Final Judgment of Solvability [10,11] is an assessment of solvability that is made
after giving up on a problem. This judgment is posited to inform decisions about whether one
should persist, perhaps by seeking help, or to desist, concluding that the problem is not
solvable and does not warrant any further effort. For example, the engineer in Example 2 in Box
1 may come to the conclusion after working on the design for several days that she is not able to
reconcile all of her clients’ demands. She then has to decide whether someone else might be
able to do so, or whether she should tell her clients that they need to remove some constraints.

In conclusion, we note that an important direction for future research is to investigate the control
functions of the monitoring judgments described above. In addition, we note that there is a
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dearth of research on the variables that prompt a reasoner to give up. Indeed, in many
experimental reasoning tasks, reasoners are not afforded the opportunity to ‘give up’, even
though this option is available in most real-world contexts.

Monitoring Reasoning Is Cue Based and Inferential
As we have argued above, Meta-Reasoning monitoring processes give rise to states of
certainty and uncertainty. In this section, we address Question 3 in Box 3 by describing
factors that affect people’s monitoring, that is, the basis of their subjectively inferred probability
of success. It is widely accepted that metacognitive judgments are based on heuristic cues,
which are informed by beliefs and experiences associated with problem solving, and do not
necessarily reflect actual performance. As such, the degree to which our monitoring processes
are reliable is determined by the validity of the cues on which they are based [28].

For instance, a robust finding in Meta-Reasoning, as in many other domains [29], is that fluency,
the perceived ease of responding, is a pervasive cue to certainty. For example, answers that
come to mind quickly engender a strong Feeling of Rightness and Final Confidence, regardless
of the accuracy of the answer [14,22,27]. Although much of the work on fluency effects is
correlational, it is also possible to manipulate speed of processing to demonstrate a causal
relationship, for example, by varying the delay between a problem and a putative solution [30].
Participants were asked to judge whether the presented solution to anagrams, mathematical
equations, and Compound Remote Associates (Box 2, B), was correct. Solutions that
appeared shortly after the problems (50 ms) were more frequently judged as being correct
than were those presented after a longer time (150 ms or 300 ms), regardless of whether they
were correct. Thus, while the ease with which answers come to mind can be a proxy for
problem difficulty, it may also be misleading. Consequently, judgments such as the Feeling of
Rightness and Final Confidence may be poorly correlated with accuracy, because they are
based on cues that are only partially correlated with accuracy [13,22,31]. Examining how these
judgments dissociate from accuracy provides researchers with a tool for discovering the
heuristic cues that give rise to feelings of certainty (see also [10]).

It is not always the case that the cues are misleading. For example, problems that give rise to
two conflicting answers (e.g., Cognitive Reflection Test; Box 2, D) are reliably more difficult (in
terms of both response times and errors) than are those that cue a single response; they also
elicit lower Feelings of Rightness and Final Confidence than do their single-answer counterparts
[13,15,24]. In contrast, however, pronounceable anagrams (e.g., HIWEN; Box 2, E) are harder
to solve than unpronounceable ones (e.g., HNWEI), but people judge them to be easier [8].
Familiarity is also a misleading cue: using familiar content in logical reasoning problems (Box 2, I)
can reduce performance, because it means that people may be biased by their background
knowledge [32]. People are nonetheless more confident when reasoning about familiar than
unfamiliar material [31,32], even when the familiarity is experimentally induced by priming [21].

We note that it is widely assumed that reliance on heuristic cues is implicit, in that reasoners
may sense a state of certainty or uncertainty, but not understand the origins of this feeling
(experience-based cue utilization [28]; reviewed in [33]). Despite the broad acceptance of this
assumption [2], recent discussions highlight interactions between implicit and explicit moni-
toring processes. These discussions are important both theoretically and practically. For
example, a potentially important step to improving reasoning (see final section below) is to
understand how people’s beliefs about the bases of their confidence affect their monitoring
[34], as well as the degree to which those beliefs can be experimentally manipulated (e.g.,
[35,36]).
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Understanding Meta-Level Processes May Elucidate Object-Level Processes
As we have argued above, understanding the processes that give rise to confidence (or
undermine it) are important in their own right, given the role of certainty in initiating action.
Here, we argue that the Meta-Reasoning framework that we have proposed also has an
important role in elucidating the nature of object-level reasoning processes (Box 3, Question 4).
For example, one of the most surprising findings that has come to light using the two-response
framework outlined above is that reasoners often do not change their answers during a period
of reconsideration, which means that, when the answer is correct, it was correct from the start
[15,37]. This finding has profound implications for theories of reasoning that rely on deliberate,
analytic thinking to correct erroneous intuitions [17,38,39]. Contemporary methodologies, such
as eye tracking and mouse tracking, may further elucidate how reasoning processes change
over time [40,41].

Equally, the absence of deliberate thinking has an important role in the explanation of many so-
called ‘reasoning biases’. For example, the Cognitive Reflection Test (Box 2, D) is a case where
most people have the ability to find the correct answer, but fail to do so nonetheless. That is,
they fail to take the time to reconsider their initial response. In our view, this is essentially a
metacognitive phenomenon that could stem from several sources: (I) the reasoner has a strong
Feeling of Rightness, which signals that further reconsideration is not necessary, and moves on
[13,42]; (iii) the Feeling of Rightness is weak, but nonetheless sufficient to meet the reasoner’s
current aspirational level [19]; and (iii) the reasoner may not prioritize getting the answer correct,
possibly because of time constraints, or because getting it right might require them to invest
more time or effort than they are willing to [19,43].

As mentioned above, final confidence is generally higher than confidence in initial responses.
Keeping track of the intermediate confidence ratings as they accumulate during the solving
process allows researchers to differentiate between answers that are provided after insight,
which manifests as a sudden spike in confidence, as opposed to the more gradual accumula-
tion of confidence that accompanies non-insight solutions [19,20].

In addition to understanding why people terminate processing prematurely, a metacognitive
analysis may help to understand cases where processing continues for too long. Many of the
strategies posited to underlie reasoning processes are fast and frugal, in that people make
decisions with relatively little information [44]. However, the evidence shows that reasoners
frequently continue to gather more information than needed [45], even when they have to pay
for the information and even when it is objectively useless (reviewed in [46,47]). The question is:
why? One explanation might be that reasoners set an aspirational level of confidence and
continue to gather information until they reach that level [19]. Similar findings have been
reported in other domains, such as perceptual decision making, where people have been
shown to continue to accrue evidence that will inform confidence after they have made their
decision [48]. Note that this hypothesis assumes that the information need not be useful, simply
that more information engenders confidence.

Individual Differences in Meta-Reasoning Ability
We know that individuals’ performance on one cognitive task correlates with how they do on
other tasks. This association may be due to the contribution of general cognitive ability [39].
Recently, in answer to Question 5 in Box 3, evidence has emerged showing that there is a
similar positive manifold in both the confidence and overconfidence that people have in their
performance across reasoning tasks [49,50]. In contrast, measures of resolution (i.e., the ability
to discriminate right from wrong answers) show less consistency across measures [51],
although reasoners who show good resolution tend to show better performance [50].
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Outstanding Questions
What control functions do early Meta-
Reasoning judgments have over the
initiation and termination of analytic
thinking?

How do later judgments affect subse-
quent behavior, such as giving up a
reasoning challenge, seeking help, or
consulting others?

What variables underlie a decision to
‘give up’ on a problem?

What are the cues on which these
judgments are based?

Do reasoners have insight into the
sources of certainty in their
judgments?

How are Meta-Reasoning processes
shaped by culture?

Can we improve reasoning perfor-
mance by improving Meta-Reasoning
processes?
Importantly, confidence has been found to predict decision-making style [50,52]. To test this
hypothesis, reasoners were asked whether they wanted to take action on each decision, for
example, by submitting an answer for marking or administering a treatment for a fictitious
disease [52]. It was found that confident reasoners take actions that are congruent with the
decision they made, regardless of whether it was accurate. A strong association between
confidence and action suggests a high degree of control sensitivity [53]. Consequently, those
who are overconfident make errors of commission (act when they should not), whereas those
who are underconfident make errors of omission (fail to act when they are correct). Notably,
however, these studies also found that decision-making style tended to be context specific, as
opposed to a stable individual trait, leaving open the question of how to assess decision-
making style in a particular context.

A related phenomenon is that miscalibration tends to be systematic: those who do poorly at a
task tend to overestimate their performance, while those who do well tend to underestimate it
[54]. This finding has been recently generalized to reasoning tasks, such as those described in
Box 2 [55]. People who scored poorly on a standardized battery of critical thinking problems
[56] were also more likely to overestimate their performance on the Cognitive Reflection Test,
and to overestimate their disposition for analytic thinking on self-report measures.

Gender and culture are two important individual differences yet to be investigated as potential
mediators of Meta-Reasoning processes. We know, for example, that men are relatively more
confident than women when solving mathematics problems, even when there is no difference in
performance [57]. We also know that decision-making styles vary across cultures [58,59]. Even
within a given culture, decision-making styles differ between those who are politically liberal
versus conservative [58] and those who are more or less religious [60–62]. An open question is
the extent to which gender and cultural variability in reasoning are associated with variability in
Meta-Reasoning processes (e.g., [63]).

Improving Reasoning by Improving Meta-Reasoning
People’s monitoring judgments (and the subsequent allocation of time and effort) are mediated
by cues that are not always well calibrated with accuracy. Clearly, having well-calibrated
monitoring processes that reliably inform us when we need to rethink a situation is a critical
aspect of successful reasoning (Box 3, Question 6). Data from educational contexts suggest
that feedback about the accuracy of learners’ confidence may both increase test performance
and reduce overconfidence [64–66].

Some modest success in improving reasoning monitoring has been achieved with under-
graduates. Training university students how to solve syllogisms (Box 2, F) that were particularly
challenging reduced overconfidence, but did not improve their ability to discriminate right and
wrong answers [67]. Overconfidence was also reduced when participants who worked in a
computerized environment were allowed to solve logic problems under free time, rather than
under time pressure [68]. Framing the task as the primary task, rather than as a training phase,
also reduced overconfidence. Thus, there is preliminary evidence that monitoring accuracy can
be improved, but clearly more work is needed to determine which interventions are likely to be
effective and in what circumstances.

Concluding Remarks and Future Perspectives
We have argued that the processes that monitor our cognitions are low level, implicit, and cue
based, even in activities, such as reasoning and problem solving, that rely extensively on
explicit, deliberate thought. This observation leads to an apparent paradox in that deliberate,
analytic thinking may be initiated and terminated in response to unconscious, implicit cues. As
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such, we argue that understanding the processes involved in Meta-Reasoning is crucial to
understanding reasoning proper, particularly in terms of understanding why thinking about a
reasoning challenge is terminated prematurely or unnecessarily extended.

Author Contributions
All authors contributed equally to the preparation of the manuscript.

Acknowledgments
We thank Wim De Neys, Arndt Bröder, Jamie Campbell, Monika Undorf, and two anonymous reviewers for helpful

feedback on earlier versions of the manuscript. This work was supported by the Israel Science Foundation under Grant

957/13 to R.A. and by a Discovery Grant from the Natural Sciences and Engineering Research Council of Canada to V.T.

References

1. Nelson, T.O. and Narens, L. (1990) Metamemory: a theoretical

framework and new findings. In The Psychology of Learning and
Motivation: Advances in Research and Theory (Bower, G., ed.),
pp. 125–173, Academic Press

2. Bjork, R.A. et al. (2013) Self-regulated learning: beliefs, techni-
ques, and illusions. Annu. Rev. Psychol. 64, 417–444

3. Ackerman, R. and Thompson, V.A. Meta-Reasoning: shedding
meta-cognitive light on reasoning research. In International Hand-
book of Thinking & Reasoning (Ball, L. and Thompson, V., eds),
Psychology Press (in press)

4. Ackerman, R. and Thompson, V.A. (2015) Meta-Reasoning: what
can we learn from meta-memory? In Reasoning as Memory (Fee-
ney, A. and Thompson, V., eds), pp. 164–182, Psychology Press

5. Koriat, A. (2000) The feeling of knowing: some metatheoretical
implications for consciousness and control. Conscious. Cogn. 9,
149–171

6. Reder, L.M. and Schunn, C.D. (1996) Metacognition does not
imply awareness: strategy choice is governed by implicit learning
and memory. In Implicit Memory and Metacognition (Reder, L.M.,
ed.), pp. 45–78, Erlbaum

7. Thompson, V.A. (2009) Dual-process theories: a metacognitive
perspective. In In Two Minds: Dual Processes and Beyond
(Evans, J. and Frankish, K., eds), pp. 171–195, Oxford University
Press

8. Topolinski, S. et al. (2016) Can I cut the Gordian tnok? The impact
of pronounceability, actual solvability, and length on intuitive
problem assessments of anagrams. Cognition 146, 439–452

9. Topolinski, S. and Strack, F. (2009) The analysis of intuition:
processing fluency and affect in judgements of semantic coher-
ence. Cogn. Emot. 23, 1465–1503

10. Ackerman, R. and Beller, Y. (2017) Shared and distinct cue
utilization for metacognitive judgements during reasoning and
memorization. Think Reason http://dx.doi.org/10.1080/
13546783.2017.1328373

11. Payne, S.J. and Duggan, G.B. (2011) Giving up problem solving.
Mem. Cognit. 39, 902–913

12. Toplak, M.E. et al. (2014) Assessing miserly information process-
ing: an expansion of the Cognitive Reflection Test. Think. Reason.
20, 147–168

13. Thompson, V.A. et al. (2011) Intuition, reason, and metacognition.
Cogn. Psychol. 63, 107–140

14. Thompson, V.A. et al. (2013) The role of answer fluency and
perceptual fluency as metacognitive cues for initiating analytic
thinking. Cognition 128, 237–251

15. Thompson, V.A. and Johnson, S.C. (2014) Conflict, metacogni-
tion, and analytic thinking. Think. Reason. 20, 215–244

16. Bago, B. and De Neys, W. (2017) Fast logic? Examining the time
course assumption of dual process theory. Cognition 158, 90–
109

17. Evans, J.S.B.T. and Stanovich, K.E. (2013) Dual-process theories
of higher cognition advancing the debate. Perspect. Psychol. Sci.
8, 223–241

18. Kruglanski, A.W. and Gigerenzer, G. (2011) Intuitive and deliber-
ate judgments are based on common principles. Psychol. Rev.
118, 97–109
616 Trends in Cognitive Sciences, August 2017, Vol. 21, No. 8
19. Ackerman, R. (2014) The Diminishing Criterion Model for meta-
cognitive regulation of time investment. J. Exp. Psychol. Gen.
143, 1349–1368

20. Metcalfe, J. and Wiebe, D. (1987) Metacognition in insight and
noninsight problem solving. Mem. Cogn. 15, 238–246

21. Vernon, D. and Usher, M. (2003) Dynamics of metacognitive
judgments: pre-and postretrieval mechanisms. J. Exp. Psychol.
Learn. Mem. Cogn. 29, 339–346

22. Ackerman, R. and Zalmanov, H. (2012) The persistence of the
fluency–confidence association in problem solving. Psychon.
Bull. Rev. 19, 1187–1192

23. De Neys, W. et al. (2010) Feeling we’re biased: autonomic arousal
andreasoning conflict. Cogn. Affect.Behav. Neurosci. 10, 208–216

24. De Neys, W. et al. (2013) Bats, balls, and substitution sensitivity:
cognitive misers are no happy fools. Psychon. Bull. Rev. 20, 269–
273

25. Fernández-Cruz, A.L. et al. (2016) Oops, scratch that! Monitoring
one’sownerrorsduring mentalcalculation.Cognition146,110–120

26. Gangemi, A. et al. (2015) Feelings of error in reasoning – in search
of a phenomenon. Think. Reason. 21, 383–396

27. Thompson, V. and Morsanyi, K. (2012) Analytic thinking: do you
feel like it? Mind Soc. 11, 93–105

28. Koriat, A. (1997) Monitoring one’s own knowledge during study: a
cue-utilization approach to judgments of learning. J. Exp. Psy-
chol. Gen. 126, 349–370

29. Unkelbach, C. and Greifeneder, R. (2013) A general model of
fluency effects in judgment and decision making. In The Experi-
ence of Thinking: How the Fluency of Mental Processes Influen-
ces Cognition and Behaviour (Unkelbach, C. and Greifeneder, R.,
eds), pp. 11–32, Psychology Press

30. Topolinski, S. and Reber, R. (2010) Immediate truth – Temporal
contiguity between a cognitive problem and its solution determines
experienced veracity of the solution. Cognition 114, 117–122

31. Shynkaruk, J.M. and Thompson, V.A. (2006) Confidence and
accuracy in deductive reasoning. Mem. Cogn. 34, 619–632

32. Markovits, H. et al. (2015) Metacognition and abstract reasoning.
Mem. Cogn. 43, 681–693

33. Koriat, A. and Adiv, S. (2016) The self-consistency theory of
subjective confidence. In Oxford Handbook of Metamemory
(Dunlosky, J. and Tauber, S.K., eds), pp. 127–145, Oxford Uni-
versity Press

34. Undorf, M. and Erdfelder, E. (2015) The relatedness effect on
judgments of learning: a closer look at the contribution of proc-
essing fluency. Mem. Cogn. 43, 647–658

35. Mueller, M.L. and Dunlosky, J. (2017) How beliefs can impact
judgments of learning: evaluating analytic processing theory with
beliefs about fluency. J. Mem. Lang. 93, 245–258

36. Smith, G.C. and Oyserman, D. (2015) Just not worth my time?
Experienced difficulty and time investment. Soc. Cogn. 33, 85–103

37. Newman, I.R. et al. (2017) Rule-based reasoning is fast and
belief-based reasoning can be slow: challenging current explan-
ations of belief-bias and base-rate neglect. J. Exp. Psychol.
Learn. Mem. Cogn. Published online February 13, 2017.
http://dx.doi.org/10.1037/xlm0000372

http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0005
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0005
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0005
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0005
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0010
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0010
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0020
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0020
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0020
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0025
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0025
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0025
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0030
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0030
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0030
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0030
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0035
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0035
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0035
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0035
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0040
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0040
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0040
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0045
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0045
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0045
http://dx.doi.org/10.1080/13546783.2017.1328373
http://dx.doi.org/10.1080/13546783.2017.1328373
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0055
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0055
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0060
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0060
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0060
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0065
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0065
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0070
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0070
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0070
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0075
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0075
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0080
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0080
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0080
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0085
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0085
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0085
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0090
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0090
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0090
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0095
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0095
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0095
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0100
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0100
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0105
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0105
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0105
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0110
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0110
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0110
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0115
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0115
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0120
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0120
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0120
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0125
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0125
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0130
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0130
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0135
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0135
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0140
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0140
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0140
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0145
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0145
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0145
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0145
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0145
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0150
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0150
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0150
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0155
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0155
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0160
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0160
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0165
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0165
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0165
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0165
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0170
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0170
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0170
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0175
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0175
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0175
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0180
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0180
http://dx.doi.org/10.1037/xlm0000372


38. Kahneman, D. (2011) Thinking, Fast and Slow, Farrar, Straus and
Giroux

39. Stanovich, K.E. (2011) Rationality and the Reflective Mind, Oxford
University Press

40. Travers, E. et al. (2016) The time course of conflict on the cogni-
tive reflection test. Cognition 150, 109–118

41. Ball, L.J. (2013) Eye-tracking and reasoning: what your eyes tell
about your inferences. In New Approaches in Reasoning
Research (De-Neys, W. and Osman, M., eds), pp. 51–69, Psy-
chology Press

42. Thompson, V.A. et al. (2013) Matching bias on the selection task:
it’s fast and feels good. Think. Reason. 19, 431–452

43. Undorf, M. and Ackerman, R. (2017) The puzzle of study time
allocation for the most challenging items. Psychon. Bull. Rev.
Published online March 23, 2017. http://dx.doi.org/10.3758/
s13423-017-1261-4

44. Gigerenzer, G. et al. (2011) Fast and Frugal Heuristics: Theory,
Tests, and Applications, Oxford University Press

45. Newell, B.R. and Shanks, D.R. (2003) Take the best or look at the
rest? Factors influencing “one-reason” decision making. J. Exp.
Psychol. Learn. Mem. Cogn. 29, 53–65

46. Hilbig, B.E. (2010) Reconsidering “evidence” for fast-and-frugal
heuristics. Psychon. Bull. Rev. 17, 923–930

47. Bröder, A. and Newell, B. (2008) Challenging some common
beliefs: empirical work within the adaptive toolbox metaphor.
Judgm. Decis. Mak. 3, 205–214

48. Moran, R. et al. (2015) Post choice information integration as a
causal determinant of confidence: novel data and a computa-
tional account. Cogn. Psychol. 78, 99–147

49. Stankov, L. et al. (2014) Measures of the trait of confidence. In
Measures of Personality Social Psychological Constructs (Boyle,
G.J., ed.), pp. 158–189, Academic Press

50. Jackson, S.A. and Kleitman, S. (2014) Individual differences in
decision-making and confidence: capturing decision tendencies
in a fictitious medical test. Metacogn. Learn. 9, 25–49

51. Jackson, S.A. et al. (2016) Cognitive abilities, monitoring confi-
dence, and control thresholds explain individual differences in
heuristics and biases. Front. Psychol. 7, 1559

52. Jackson, S.A. et al. (2017) Individual differences in decision
making depend on cognitive abilities, monitoring and control.
J. Behav. Decis. Mak. Published online February 3, 2017.
http://dx.doi.org/10.1002/bdm.1939

53. Koriat, A. and Goldsmith, M. (1996) Monitoring and control pro-
cesses in the strategic regulation of memory accuracy. Psychol.
Rev. 103, 490–517

54. Dunning, D. et al. (2004) Flawed self-assessment. Psychol. Sci.
Public Interest 5, 69–106

55. Pennycook, G. et al. (2017) Dunning–Kruger effects in reasoning:
theoretical implications of the failure to recognize incompetence.
Psychon. Bull. Rev. Published online February 21, 2017. http://
dx.doi.org/10.3758/s13423-017-1242-7
56. Toplak, M.E. et al. (2011) The Cognitive Reflection Test as a
predictor of performance on heuristics-and-biases tasks. Mem.
Cogn. 39, 1275–1289

57. Morony, S. et al. (2013) Predicting achievement: confidence vs
self-efficacy, anxiety, and self-concept in Confucian and Euro-
pean countries. Int. J. Educ. Res. 58, 79–96

58. Haidt, J. (2012) The Righteous Mind: Why Good People are
Divided by Politics and Religion, Pantheon Books

59. Henrich, J. et al. (2010) The weirdest people in the world. Behav.
Brain Sci. 33, 61–135

60. Pennycook, G. et al. (2014) Cognitive style and religiosity: the role
of conflict detection. Mem. Cogn. 42, 1–10

61. Shenhav, A. et al. (2012) Divine intuition: cognitive style influences
belief in God. J. Exp. Psychol. Gen. 141, 423–428

62. Gervais, W.M. and Norenzayan, A. (2012) Analytic thinking pro-
motes religious disbelief. Science 336, 493–496

63. Blais, A.R. et al. (2005) Individual differences in decision
processing and confidence judgments in comparative judgment
tasks: the role of cognitive styles. Pers. Individ. Dif. 38,
1701–1713

64. de Bruin, A.B. et al. (2017) The impact of an online tool for
monitoring and regulating learning at university: overconfidence,
learning strategy, and personality. Metacogn. Learn. 12,
21–43

65. Kleitman, S. and Costa, D.S. (2014) The role of a novel formative
assessment tool (Stats-mIQ) and individual differences in real-life
academic performance. Learn. Individ. Differ. 29, 150–161

66. Dunlosky, J. et al. (2011) Improving college students’ evaluation
of text learning using idea-unit standards. Q. J. Exp. Psychol.
(Hove) 64, 467–484

67. Prowse Turner, J.A. and Thompson, V.A. (2009) The role of
training, alternative models, and logical necessity in determining
confidence in syllogistic reasoning. Think. Reason. 15, 69–100

68. Sidi, Y. et al. (2017) Understanding metacognitive inferiority on
screen by exposing cues for depth of processing. Learn. Instr.
Published online January 18, 2017. http://dx.doi.org/10.1016/j.
learninstruc.2017.01.002

69. Raven, J. (2000) The Raven’s progressive matrices: change and
stability over culture and time. Cogn. Psychol. 41, 1–48

70. Sidi, Y. et al. (2016) Generalizing screen inferiority – does the
medium, screen versus paper, affect performance even with brief
tasks? Metacogn. Learn. 11, 15–33

71. Koriat, A. et al. (2006) The intricate relationships between moni-
toring and control in metacognition: lessons for the cause-and-
effect relation between subjective experience and behavior. J.
Exp. Psychol. Gen. 135, 36–68

72. Ackerman, R. et al. (2013) Is comprehension of problem solutions
resistant to misleading heuristic cues? Acta Psychol. 143,
105–112
Trends in Cognitive Sciences, August 2017, Vol. 21, No. 8 617

http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0190
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0190
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0195
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0195
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0200
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0200
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0205
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0205
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0205
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0205
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0210
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0210
http://dx.doi.org/10.3758/s13423-017-1261-4
http://dx.doi.org/10.3758/s13423-017-1261-4
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0220
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0220
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0225
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0225
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0225
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0230
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0230
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0235
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0235
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0235
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0240
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0240
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0240
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0245
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0245
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0245
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0250
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0250
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0250
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0255
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0255
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0255
http://dx.doi.org/10.1002/bdm.1939
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0265
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0265
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0265
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0270
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0270
http://dx.doi.org/10.3758/s13423-017-1242-7
http://dx.doi.org/10.3758/s13423-017-1242-7
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0280
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0280
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0280
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0285
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0285
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0285
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0290
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0290
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0295
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0295
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0300
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0300
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0305
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0305
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0310
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0310
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0315
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0315
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0315
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0315
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0320
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0320
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0320
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0320
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0325
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0325
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0325
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0330
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0330
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0330
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0335
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0335
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0335
http://dx.doi.org/10.1016/j.learninstruc.2017.01.002
http://dx.doi.org/10.1016/j.learninstruc.2017.01.002
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0345
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0345
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0350
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0350
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0350
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0355
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0355
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0355
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0355
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0360
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0360
http://refhub.elsevier.com/S1364-6613(17)30105-5/sbref0360

	Meta-Reasoning: Monitoring and Control of Thinking and Reasoning
	Metacognition and Meta-Reasoning
	Monitoring and Control in Reasoning and Problem Solving
	Monitoring Reasoning Is Cue Based and Inferential
	Understanding Meta-Level Processes May Elucidate Object-Level Processes
	Individual Differences in Meta-Reasoning Ability
	Improving Reasoning by Improving Meta-Reasoning
	Concluding Remarks and Future Perspectives
	Author Contributions

	Acknowledgments
	References


